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17. Please refer to the Report at 73, which states that the Postal Service 
removed “some of those higher order terms, including cross-products… that are 
not statistically significant,” as a method of dealing with moderate multicollinearity. 
a. Please discuss whether other methods of ameliorating the negative effects 

of multicollinearity were considered, and if so, why they were not 
employed.  Please include a discussion of the following methods: 

i. Centering variables around their respective means, 
ii. Using a logarithmic transformation of variables, 
iii. Variable Selection Methods such as: 

1. Sequential Regression 
2. Best Subset Selection 
3. Shrinkage Models 

iv. Newey-West Robust Estimation (See Econometric Foundations, 
Mittelhammer, Judge, and Miller, at 392). 

b. Did the Postal Service test for model improvement after omitting variables 
to ameliorate multicollinearity using a measure that could compare 
goodness of model fit with all variables and without excluded variables, 
such as the Information Criterion or other measures of model fit? 

c. If the Postal Service did perform versions of any of the above-mentioned 
tests of this sort, please provide all data, programs, and associated logs 
necessary to reproduce the results from each test. 

 

RESPONSE:  
 

a. In choosing a method to ameliorate the negative effects of multicollinearity on 

an estimated model, one should consider both the degree and the possible 

sources of the problem, as well as the nature of the proposed remedy.  In 

addition, one should consider the nature of the model being estimated and the 

data used for that estimation.  For example, the data used for estimating the 

regular delivery time equation includes both an FSS mail variable and a 

sequence mail variable.  This is noteworthy as many ZIP Code days have no 

FSS mail (if the ZIP Code does not have FSS equipment) and many ZIP Code 

days have no sequenced mail because no mailings of that type were received on 

a given day.  This means that both variables can regularly take on a value of 
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zero. The existence of these zero values precludes the use of a logarithmic 

transformation of the right-hand-side variables.   

 

Moreover, the regular delivery time model is quadratic and thus has higher-order 

cross product terms that are themselves a source of multicollinearity.  In that 

instance, it has been argued in the literature that mean-centering is ineffective as 

a multicollinearity treatment.1  Next, Newey-West robust standard errors are 

sometimes used as the basis for determining which variables should be dropped 

from a regression equation because they correct for both autocorrelation and 

heteroscedasticity and thus provide better inferences.  However, given the short 

time dimension of the regular delivery data, White robust standard errors were 

used for hypothesis testing instead of Newey-West standard errors, as the latter 

depends upon the existence of lagged time series data. In concept, nevertheless, 

the actual variable section method was based upon a procedure that used robust 

standard errors as is done when applying Newey-West standard errors. 

 

In sum, given the moderate degree of multicollinearity, a reasonable variable 

selection method, based upon robust standard errors, was applied.  This 

particular approach was advantageous because it was parsimonious but 

produced a model with all statistically significant coefficients. In addition, it did not 

                                            
1 For example see, Raj Echambadi and James D. Hess, “Mean-Centering Does not 
Alleviate Collinearity Problems in Moderated Multiple Regression Models,” Marketing 
Science, Vol. 26, No.3, May-June 2007 at 438-445. 
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require elimination of a large number of terms and thus did not do violence to the 

flexibility inherent in the quadratic functional form. 

 

b. Because individual t-tests were employed for each variable excluded, an 

overall goodness-of-fit test was not applied.  One could, however, employ an F-

test of the hypothesis that all of the dropped coefficients were jointly insignificant. 

That F-test has the following formula: 

 

In that formula, SSRr  is the sum of squared residuals from the restricted model 

(with the six cross-product terms dropped), SSRur  is the sum of squared 

residuals from the unrestricted model (with the six cross-product terms included), 

n is the number of observations, k is the number of independent variables in the 

unrestricted model, and q is the number of variables dropped. This F-statistic is 

distributed with q and n-k degrees of freedom. The following table provides the 

results of the F-test indicating support of the null hypothesis that the omitted 

variables had zero coefficients, and were thus appropriately dropped. 

Calculated Value Critical Value Conclusion 

1.671 2.098 
Do not reject the null hypothesis 
that the omitted coefficients are 

equal to zero. 

  

c. Not applicable 
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18. Please refer to the Report, pages 84-85, where the Postal Service states 
that “[r]eview of the data for the 44 observations reveals nothing to suggest that 
the observations contain data errors or do not come from valid ZIP Codes that 
perform standard city carrier delivery operations… it is preferred to leave them in 
the data set when estimating the regression.” 

a. Did the Postal Service run a test to determine whether the F-values for the 
model with and without the 44 observations in question were statistically 
different? 
b.  Did the Postal Service run any goodness of fit tests to determine if there 
was a statistically significant difference in model fit?  If not, please explain. 
c.  If the Postal Service did perform a version of the above-mentioned test, 
please provide all data, programs, and logs associated with necessary to 
reproduce the results from each test. 

 

RESPONSE:  
 

a. No.  Given that there was no evidence that the 44 observations were outliers 

and given that the results (repeated below) of estimating the model with and 

without the 44 observations were virtually the same, there appeared to be no 

need for such a test.. 

Table 38 
Delivery Time Variabilities from the Regular Delivery Equation 

 

 
b. No.  Please see the answer to part a. above.   

 

All 
Observations 

Dropping 44 
Outliers Difference 

DPS Volume 0.1676 0.1594 -0.0083 

Cased Volume 0.0699 0.0763 0.0064 

Sequenced Volume 0.0338 0.0344 0.0006 

FSS Volume 0.0295 0.0303 0.0008 

Collection Volume 0.0541 0.0569 0.0029 

Delivery Points 0.5491 0.5522 0.0030 
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c. Not applicable   However, below is the SAS output for estimation of the model 

with the 44 observations dropped. 

 

 

 


